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An Accurate and Privacy-preserving Retrieval
Scheme over Outsourced Medical Images
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Abstract—With the rapid advancement in medical imaging techniques, Content-Based (medical) Image Retrieval (CBIR), which can
assist in disease diagnosis, has gained much attention in both academia and industry. However, due to patients’ sensitive information
involved in medical images, privacy-preserving CBIR is a challenge worth exploiting. Though several privacy-preserving CBIR
schemes have been put forth, they can only resist known-background attack (KBA), and do not suffice for protecting the image privacy
in outsourced settings. In this paper, aiming at the above challenge, we first design a novel Privacy-preserving Mahalanobis Distance
Comparison (PMDC) method to improve the accuracy of medical images retrieval. Then, combined with the Mahalanobis distance
based Fuzzy C-Means (FCM-M) algorithm, a scheme named TAMMIE is proposed to achieve accurate and privacy-preserving medical
image retrieval over encrypted data. With TAMMIE, an image owner can securely outsource the images and indexes to a cloud server,
and query users can request retrieval services from the cloud server while keeping their queries private. Detailed security analysis
shows that our proposed schemes are secure under the attack stronger than KBA. Furthermore, thorough empirical experiments
conducted on two real-world and one synthetic datasets also demonstrate the efficiency of TAMMIE.

Index Terms—Medical images, privacy-preserving, content-based image retrieval, Mahalanobis distance, Fuzzy C-Means.

F

1 INTRODUCTION

THE extensive applications of medical imaging tech-
niques have recently triggered the explosive growth

of medical image data. To leverage these data and mine
the potential value, similar images retrieval techniques
perform more critical than ever. Therefore, Content-Based
Image Retrieval (CBIR) technique, which can automatically
extract image visual features (e.g., colours, textures, and
shapes) and find similar images, has attracted widespread
researchers’ attention in the medical field [1]. Applying
CBIR to retrieve similar medical images can help physicians
find out the previous similar cases [2], and make an assess-
ment for the new patient’s health status.

Meanwhile, driven by the heavy local computation and
communication burden, the medical institution tends to
outsource medical images and indexes to a cloud server
for cost-saving and services providing. However, the cloud
server cannot be fully trusted and medical data involves
the patients’ private information. As a result, the flourish
of similar medical image retrieval service is still confronted
with some serious obstacles, including the privacy and se-
curity issues of medical images and indexes. For one thing,
the medical images usually hide the patients’ histories of
diseases. For another, the extracted indexes can reveal the
characteristics of medical images. Once directly outsourcing
them to a cloud server with ulterior motives, sensitive
patients’ personal data is likely to be leaked under the temp-
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tation of commercial interests. In a word, the introduction of
the cloud server will increase the privacy risk of medical
image data although it reduces the medical institution’s
computation tasks.

To address the above-mentioned challenges, a number
of privacy-preserving CBIR (PPCBIR) schemes have been
proposed. In 2009, Wong et al. [3] proposed a secure K-
Nearest Neighbors (KNN) algorithm, which can compare
Euclidean distance over encrypted vectors efficiently. Mo-
tivated by their work, many efficient PPCBIR schemes [4]–
[9] (denoted as KNN-PPCBIRs) have been put forth. Nev-
ertheless, according to the formal security analysis in [10],
secure KNN is proven to be actually insecure against even
Ciphertext-Only Attack (COA1). Thus KNN-PPCBIRs have
no ability in resisting the security threats in an outsourc-
ing environment. After that, Yuan et al. [11] constructed a
secure K-means framework, in which a Privacy-preserving
Euclidean Distance Comparison (PEDC) technique was pro-
posed. Combined PEDC with a key conversion protocol,
Wang et al. [12] and Li et al. [13] presented two PPCBIR
schemes to support multi-key multi-user settings. Through
their security analysis, both of these two schemes can resist
Known-Background Attack (KBA2), which is stronger than
COA. In conclusion, most of the existing schemes sacrifice data
privacy to pursue higher efficiency. Moreover, the clustering
techniques (e.g., K-means [14], CAK-means [15]) used in
the existing PPCBIR schemes [6], [7], [16] to speed up the
retrieval usually reduce search accuracy. Besides, the similarity
metrics selected by these work [4]–[9], [12], [13], [16] are
Euclidean distance or Hamming distance, which are suitable
for common image datasets, but they may not be the best

1. The attacker can only access the encrypted data.
2. Apart from the ciphertexts, the attacker can use statistical informa-

tion to deduce specific contents in a query and learns other background
information, but it cannot obtain plaintext-ciphertext pair.
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choice for medical images due to they do not take dimensional
correlation into consideration.

Contribution. In this paper, based on an existing ma-
trix encryption technique [17], we first design a privacy-
preserving Mahalanobis distance (MD) comparison method
called PMDC. Then, by introducing the MD based Fuzzy
C-Means (FCM-M) algorithm and improving PMDC, we
propose an accurate and privacy-preserving similar medical
image retrieval scheme, named TAMMIE. Specifically, the
main contributions of this paper are listed as follows.

• Novel medical image retrieval scheme. We first pro-
pose PMDC, which supports Mahalanobis distance
comparison over ciphertexts, as the basic method of
medical image retrieval. Then, we present TAMMIE
to speed up the retrieval and improve the search
accuracy. Specifically, TAMMIE introduces FCM-M
algorithm to cluster similar images so that the search
efficiency and accuracy can be improved. To suit
the search method of FCM-M, we improve PMDC
to achieve distance comparison of multiple clusters
with different covariance matrices.

• Privacy preserving. TAMMIE keeps all medical images
and indexes (queries) confidential during the storage
and retrieval process through symmetric encryption
and matrix encryption techniques. Security analy-
sis shows that our work can achieve indistinguish-
able secure under the known-plaintext attack model,
which means TAMMIE possesses stronger security
level than most of existing similar schemes.

• High accuracy. The combination of MD metric and
FCM-M algorithm makes our proposed retrieval
scheme achieve higher accuracy. Experimental re-
sults using two real-world medical image datasets
show that the accuracy of TAMMIE performs better
than that of two state-of-the-art similar schemes, in
which Euclidean and Hamming distances are respec-
tively employed as the similarity metrics.

• Availability. We implement TAMMIE and two com-
parison schemes with Python programming lan-
guage, and conduct extensive performance evalu-
ations on two real-world medical images datasets
together with one randomly generated synthetic
dataset. The evaluation results demonstrate the ef-
ficiency of our TAMMIE is comparable with existing
schemes while providing better security.

The remainder of this paper is organized as follows. At
first, we review the related work in Section 2 and clarify the
models and privacy requirements in Section 3. Then, some
basic knowledge used in our work are introduced in Sec-
tion 4. After that, we give the details of PMDC in Section 5
and construct the framework of TAMMIE in Section 6. Next,
the security and performance of the proposed schemes are
analyzed in Section 7 and Section 8, respectively. Finally, we
draw a conclusion in Section 9.

2 RELATED WORK

In this section, we briefly review some related work
on Privacy-Preserving Content-Based (medical) Image Re-
trieval (PPCBIR), which enables the data owners to store

the encrypted images and indexes in the cloud server, and
supports similar image retrieval over ciphertext domain.

To the best of our knowledge, the first endeavor on
PPCBIR was made in [18], based on secure inverted index
and secure min-Hash algorithm, Lu et al. proposed two
secure indexing schemes, both of them can achieve the
similarity of two images by computing the Jaccard index
between their encrypted feature vectors. Meanwhile, Lu
et al. [19] also combined signal processing (e.g., bit-plane
randomization, random projection, and randomized unary
encoding) and cryptographic techniques (e.g., XOR and
random permutation) to investigate three feature protection
schemes, which can be used as building blocks to achieve
PPCBIR over large encrypted image databases. In view of
the fact that scale-invariant feature transform (SIFT) [20] can
be used for image feature extraction, Hsu et al. [21] proposed
a privacy-preserving SIFT method based on homomorphic
encryption to address the secure problem encountered in the
outsourced environment. After that, the improved homo-
morphic encryption techniques are employed in [22], [23]
to encrypt indexes, although they achieved more efficient
retrieval than conventional privacy-preserving schemes, the
computation overhead is too high to be suitable for practical
applications.

Compared with homomorphic encryption based tech-
niques [24], the work in [25] proved that the feature/index
randomization-based techniques perform better in term of
computational and communication cost. In order to ensure
the accuracy and efficiency of image retrieval, Xia et al.
[4] first designed an efficient PPCBIR scheme in the cloud
computing scenario by introducing a secure KNN technique
[3] to encrypt indexes, and then constructed pre-filter ta-
bles to improve the retrieval efficiency based on Locality-
Sensitive Hashing (LSH) technique. With secure KNN, Xia
et al. [5] presented another efficient and copy-deterrence
PPCBIR scheme similar to [4], which utilizes watermark
extraction to trace unlawful query user to improve the se-
curity. Analogously, Yuan et al. [6] extracted Fisher vector as
indexes and used K-means clustering to narrow the search
range, they achieved a lightweight PPCBIR scheme over en-
crypted data based on secure KNN, too. In addition, PPCBIR
schemes [7]–[9] were also proposed based on secure KNN.
[7] employed a deep learning model, Convolutional Neural
Networks (CNN), to improve the accuracy of retrieval, and
constructed an encrypted hierarchical index tree to speed
up the query phase. Li et al. [8] proposed a PPCBIR scheme
in multi-user settings by using the polynomial-based access
strategy and proxy re-encryption technique, and achieved
malicious search user tracing through the watermark tech-
nique. Further considering the settings of multi-owner, Tong
et al. [9] presented a verifiable fine-grained encrypted image
retrieval scheme, which is capable of supporting efficient
fine-grained access control and result verification simulta-
neously. However, secure KNN has been proven is insecure
under the threat model in which the adversary only knows
ciphertext [10]. Aiming at constructing a PPCBIR scheme
with higher level of security, Wang et al. [12] proposed a
practical outsourced image retrieval framework based on a
secure comparison technique called PEDC designed in [11],
and their scheme supported unshared key search. To take
full advantage of data structure, Li et al. [16] re-designed
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the hierarchical index tree based on CAK-means clustering
algorithm and efficiently performed the retrieval process
over encrypted indexes.

Meanwhile, with the development of emerging block-
chain technique and deep learning (DL) models, Shen et al.
[26] proposed a privacy-preserving blockchain-based medi-
cal image retrieval system which can be applied to the multi
image data providers scenarios. Devaraj et al. [27] presented
a secure image archival and retrieval system using DL
and multiple share creation schemes, deep learning is re-
sponsible for feature extraction and multiple share creation
schemes preserves the data privacy. And Vepakomma et al.
[28] designed a novel differentially private for supervised
manifold learning, which can be used in PPCBIR. Besides,
[29]–[31] also paid attention to extracting feature vectors
with quicker speed and more accuracy with DL, but they
did not take security into consideration or just used the
traditional and time-consuming encryption techniques.

Unfortunately, as far as we know, there is currently no
efficient PPCBIR schemes can resist known-plaintext attack.
And none of the them perform experimental tests over med-
ical image databases, their accuracy is in terms of common
database.

3 MODELS AND PRIVACY REQUIREMENTS

In this section, we formalize the system model, threat model,
and clarify the privacy requirements.

3.1 System model

In the system model, we mainly focus on how to provide
privacy-preserving similar medical image retrieval services
with high accuracy. Each query user (e.g. physician) is
equipped with a PC/smartphone and the image owner (e.g.,
medical institution) is equipped with a workstation, both
PC/smartphone and workstation are used to pre-process
and encrypt the original images, as well as communicate
with others. Specifically, the system model of our work
involves three main entities, namely Image Owner (IO),
Query Users (QUs), and Cloud Server (CS), which are
demonstrated in Fig. 1.

• IO: IO owns the medical image database, it needs to
extract feature vectors and cluster similar ones. After
that, IO encrypts the images and indexes (i.e., fea-
tures vectors and cluster centers), and uploads them
to CS. Besides, IO is also responsible for providing
registration services to QUs.

• QUs = {QU1,QU2, . . . }: QUs is a collection of query
users, and each QU∈ QUs needs to request keys by
registering with IO at first, then generate trapdoor to
request similar images search service from CS. After
receiving the final result, QU can decrypt it to read
the original images.

• CS: CS is assumed to have abundant storage space
and powerful computing ability, which is also re-
garded as a link between IO and QUs. For one thing,
it can storage encrypted data uploaded by IO. For
another, it can perform calculations over stored data
to provide search services for QUs.

Image Owner (IO) Query users (QUs)

Cloud Sever (CS)

System initialization

Secure similar medical 

images query

Keys & System parameters

Registration requests

Fig. 1. System model under consideration

3.2 Threat model

In our system model, we assume that IO and QUs are
trustable, IO will honestly share keys with registered QUs
and provide encrypted data to CS, as well as QUs will
send correct encrypted queries to CS. CS is considered to
be honest-but-curious [32], that means, CS will follow the
protocol strictly to store the outsourced data from IO and
offer images retrieval services to QUs, but it may try to
analyze encrypted data and queries due to its interest in
original information.

Based on the knowledge CS or adversary possesses, we
consider the Know-Plaintext Attack (KPA) model [33], [34],
whose attack capability is defined as

Definition 1. Known-plaintext attack (KPA). On the basis of
COA, the attacker is assumed to have the ability to achieve a set
of tuples in images, indexes and queries, and she/he knows the
corresponding ciphertexts of these tuples.

COA and KBA attacks are widely considered in the
threat model of image retrieval schemes [7], [12], [16]. But as
far as we know, KPA, as the stronger attack than COA and
KBA, has not been proven to be resisted in recent schemes
similar to ours.

3.3 Privacy requirements

Under the above-mentioned system and threat models, to
ensure the data privacy of each entity, the following privacy
requirements should be met simultaneously.

1) Images security. Medical images database is the pri-
vate property of IO, and it may contain patients’
personal privacy, thus the content of the images
which need to be outsourced should be kept secret
from CS and unauthorized users.

2) Indexes (queries) confidentiality. The indexes (queries)
are feature vectors extracted from medical images,
they can reveal the characteristic of images, the
proposed scheme must guarantee that the attacker
cannot obtain the raw data from encrypted indexes
and trapdoors (encrypted queries).
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3) Trapdoors unlinkability. In each image retrieval pro-
cess, the trapdoor is exposed to CS. In order to pre-
vent sensitive information from being inferred based
on the received trapdoors, the proposed scheme
should ensure that CS can neither distinguish the
difference nor deduce the relationship between trap-
doors, even from the same query request.

TABLE 1
Definition of key notations

Notations Definition

n The dimension of feature vectors.
N The number of samples/medical images.

~xi, ~y, ~si, ~q n-dimensional feature vectors.

Σ
The covariance matrix of a dataset or a
cluster.

M{1,2,3,4} (n+2)×(n+2) random invertible matrices.
Tr(·) The sum of diagonal entries in a matrix.
c The number of clusters.

r, αi, β, rq
random numbers used in our matrix en-
cryption technique.

E(·) The ciphertext consists of two parts.
~ci/τ The cluster center of a cluster.
Enc(·) A symmetric encryption algorithm.

kI The encryption/decryption key of Enc(·).

Πτ,1≤τ≤c
(n + 2) × (n + 2) random permutation
matrices.

π
A set of (n + 2) permutation vectors with
(n+ 2)-dimensional.

| · | The number of query vectors in a cluster.
Rn×2, R2×n,
R2×2

Three random matrices used to extend ma-
trix.

4 PRELIMINARIES

In this section, we briefly review the Mahalanobis distance
[35], and an MD based Fuzzy C-Means algorithm [36], both
of which are the building blocks of our proposed scheme.
Moreover, the key notations used in this paper are listed in
TABLE 1.

4.1 Mahalanobis distance

Given a vector ~y = (y1, y2, . . . , yn) ∈ Sn and a dataset
S = {~x1, ~x2, . . . , ~xi, . . . , ~xN}, where each sample ~xi =
(xi1, xi2, . . . , xin) ∈ Sn, the Mahalanobis distance (MD) be-
tween ~y and ~xi can be calculated by the following equation

Dma(~y, ~xi) =
√

(~y − ~xi)Σ−1(~y − ~xi)T ,

where Σ denotes the covariance matrix of S, and each
element Σ(s,t) in the covariance matrix represents the co-
variance of ~ds and ~dt, s, t ∈ [1, n]. Given a vector ~dj =
(x1j , x2j , . . . , xNj), j ∈ [1, n], assume that

dj =
1

N
(x1j + x2j + · · ·+ xNj),

Σ(s,t) can be denoted as

Σ(s,t) =
1

N − 1

N∑
i=1

(xis − ds)(xit − dt).

4.2 An MD based Fuzzy C-Means algorithm
The MD based Fuzzy C-Means (FCM-M) algorithm [36],
which adopts an iterative clustering method, is proposed
for partitioning a finite dataset {x1, x2, . . . , xn} into c fuzzy
clusters based on the Mahalanobis distance function. Specif-
ically, the objective function of FCM-M algorithm is given
as follows:

JFCM−M =
c∑
i=1

n∑
j=1

umij ·D2
ma(xj ,~ci),

where m ∈ [1,+∞) is fuzzy control, uij are the elements
which consist of the membership matrix Uc×n. Specifically,
uij denotes the membership value of xj in i-th cluster,
and ~ci is the cluster center of the i-th cluster, where
i ∈ [1, c], j ∈ [1, n]. To obtain the final c fuzzy clusters,
the following operations should be executed.

At first, initialize the number of clusters c, exponent
value m, and the threshold value ε.

Then, initialize U
(0)
c×n, whose elements uij are random

numerical value chosen in the range [0, 1], and satisfy the
condition

∑
1≤i≤c uij = 1, where j = 1, 2, . . . , n.

Next, For each xj , calculate its i-th cluster center ~ci, co-
variance matrix Σi and membership value uij in sequence,

~ci =

 n∑
j=1

(uij)
m

−1  n∑
j=1

(uij)
mxj

 ,
Σi =

 n∑
j=1

(uij)
m

−1  n∑
j=1

(uij)
m(xj − ~ci)(xj − ~ci)′

 ,
uij =

 c∑
s=1

[
(xj − ~ci)′(Σ−1i )(xj − ~ci)− ln |Σ−1i |
(xj − ~cs)′(Σ−1s )(xj − ~cs)− ln |Σ−1s |

] 1
m−1

−1
.

According to the value of uij , update U
(0)
c×n to U

(1)
c×n, if

||U (1)
c×n − U

(0)
c×n|| ≤ ε, return the c clusters, otherwise repeat

the operation of the previous step until ||U (k)
c×n−U

(k−1)
c×n || ≤ ε

is established, where k is the number of repetitions.
At last, after k rounds of calculation, the final c fuzzy

clusters can be achieved.

5 A PRIVACY-PRESERVING COMPARISON METHOD
FOR MAHALANOBIS DISTANCE

In this section, for the purpose of achieving secure calcula-
tion and comparison of Mahalanobis distance, we propose
a privacy-preserving Mahalanobis distance comparison
method called PMDC, which based on an enhanced ma-
trix encryption method [17] designed for comparing Eu-
clidean distance securely. Specifically, assume there is a
database of samples D = {~s1, ~s2, . . . , ~sN}, where ~si =
(si1, si2, . . . , sin), i ∈ [1, N ], and the covariance matrix of D
is ΣD. To compare the distance between different samples
(e.g., ~si and ~sj , i 6= j, i, j ∈ [1, N ]) in D and a given
query ~q = (q1, q2, . . . , qn), the following four algorithms
contained in PMDC, namely KeyGen, DataEnc, TrapGen,
DisCompare, should be performed.
KeyGen(n): Given the dimensions of samples n, two (n +
2) × (n + 2) invertible matrices M1 and M2 are randomly
selected as the secret key sk = {M1,M2}.
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Algorithm 1: PMDC DataEnc
Input: Sample database D = {~s1, . . . , ~sN}, D’s

covariance matrix ΣD , secret key
sk = {M1,M2}.

Output: Encrypted samples {E(~s1), . . . , E(~sN )}.
1 for 1 ≤ i ≤ N do
2 Wi = ~si · Σ−1

D · ~s
T
i ;

3 s̃i = ~si · (Σ−1
D )T ;

4 si = ~si · Σ−1
D ;

5 Randomly choose a number αi;
6 s̃i[n]← αi, s̃i[n+ 1]← 1;
7 si[n]←Wi, si[n+ 1]← −αi;
8 Initialize two (n+ 2)× (n+ 2) matrices S̃i, Si;
9 for 0 ≤ x ≤ n+ 1, 0 ≤ y ≤ n+ 1 do

10 if x == y then
11 S̃i[x][y] = s̃i[x], Si[x][y] = si[x];

12 else S̃i[x][y] = 0, Si[x][y] = 0;

13 Randomly choose two lower triangular matrices Q̃i,
Qi with diagonal entries set to 1;

14 E(s̃i) = M1Q̃iS̃iM2;
15 E(si) = M1QiSiM2;
16 E(~si)← {E(s̃i), E(si)};
17 return Encrypted samples {E(~s1), E(~s2), . . . , E(~sN )}.

DataEnc(D, ΣD, sk): Given database D, D’s covariance
matrix ΣD and secret key sk, this algorithm outputs the
encrypted samples {E(~s1), . . . , E(~sN )} as shown in Algo-
rithm 1. For each ~si in D, the encryptor first calculates
Wi = ~si · Σ−1D · ~sTi , s̃i = ~si · (Σ−1D )T and si = ~si · Σ−1D
in respective, where s̃i and si are n-dimensional vectors,
denoted as s̃i = (s̃i1, s̃i2, . . . , s̃in), si = (si1, si2, . . . , sin).
Then, s̃i is extended into an (n + 2)-dimensional vector
s̃i = (s̃i1, . . . , s̃in, αi, 1), where s̃i(n+1) is a random number
αi and s̃i(n+2) is set to 1. Meanwhile, si is extended into
si = (si1, . . . , sin,Wi,−αi), where si(n+1) = Wi and
si(n+2) = −αi. After that, two diagonal matrices S̃i and
Si, whose diagonal entries are the elements in s̃i and
si in respective, are constructed. Finally, each sample ~si
is encrypted into E(~si) = {E(s̃i), E(si)} by E(s̃i) =
M1Q̃iS̃iM2, E(si) = M1QiSiM2, where Q̃i, Qi are two
random (n + 2) × (n + 2) lower triangular matrices whose
diagonal entries set to 1.
TrapGen(~q, sk): Given a query vector ~q and the secret
key sk, this algorithm outputs a trapdoor E(~q) as shown
in Algorithm 2. Similar to DataEnc, the generator first
extends ~q to q̃ and q, where q̃ = (−q1, . . . ,−qn, β, rq), q =
(−q1, . . . ,−qn, 1, β), β and rq are two random numbers.
Then, the elements in q̃ and q are taken as diagonal entries
to construct diagonal matrices Q̃ and Q, respectively. After
that, the generator randomly generates two (n+2)× (n+2)
lower triangular matrices Q̃ and Q whose diagonal entries
are set to 1. Finally, ~q is encrypted into E(~q) = {E(q̃), E(q)}
by E(q̃) = M−12 Q̃Q̃M

−1
1 and E(q) = M−12 Q QM−11 .

DisCompare({E(~s1), E(~s2), . . . , E(~sN )}, E(~q)): Given en-
crypted samples {E(~s1), E(~s2), . . . , E(~sN )}, and the trap-
door E(~q), this algorithm outputs a collection AD with
ascending order as shown in Algorithm 3. For each E(~si) =
{E(s̃i), E(si)}, the comparator first computes two matrices
P̃i = E(s̃i) · E(q̃), P i = E(si) · E(q). Then, it calculates

Algorithm 2: PMDC TrapGen
Input: Query vector ~q = (q1, q2, . . . , qn), secret keys

sk = {M1,M2}.
Output: Trapdoor E(~q).

1 Initialize two vectors q̃ = q = −~q;
2 Randomly choose two number β and rq ;
3 q̃[n]← β, q̃[n+ 1]← rq ;
4 q[n]← 1, q[n+ 1]← β;
5 Initialize two (n+ 2)× (n+ 2) matrices Q̃, Q;
6 for 0 ≤ x ≤ n+ 1, 0 ≤ y ≤ n+ 1 do
7 if x = y then
8 Q̃[x][y] = q̃[x], Q[x][y] = q[x];

9 else Q̃[x][y] = 0, Q[x][y] = 0;

10 Randomly choose two lower triangular matrices Q̃ω ,
Qω with diagonal entries set to 1;

11 E(q̃) = M−1
2 Q̃Q̃M

−1
1 ;

12 E(q) = M−1
2 Q QM−1

1 ;
13 E(~q)← {E(q̃), E(q)};
14 return Trapdoor E(~q).

Algorithm 3: PMDC DisCompare
Input: Encrypted samples {E(~s1), E(~s2), . . . , E(~sN )},

the trapdoor E(~q).
Output: A collection AD with ascending sorting.

1 for 1 ≤ i ≤ N do
2 P̃i = E(s̃i) · E(q̃);
3 P i = E(si) · E(q);
4 Di = Tr(P̃i) + Tr(P i);

5 Sort {D1, D2, . . . , DN} in ascending order to form a
new collection AD;

6 return AD.

Di = Tr(P̃i) + Tr(P i), where Tr(·) denotes the trace of a
matrix (i.e., the sum of a matrix’s diagonal entries). Finally,
{D1, D2, . . . , DN} are sorted in ascending order and form
a new collection AD, which can map the distances from the
samples to the query.

Correctness of PMDC. According to the above four al-
gorithms, it is obvious that the correctness of PMDC de-
pends on the establishment of Di ≤ Dj ⇒ Dma(~q,~si) ≤
Dma(~q,~sj), where i, j ∈ [1, N ].

Proof. Due to Di = Tr(P̃i) + Tr(P i), we first expand P̃i
and P i as

P̃i = E(s̃i) · E(q̃)

= M1Q̃iS̃iM2 ·M−12 Q̃Q̃M
−1
1

= M1Q̃iS̃iQ̃Q̃M−11 ,

P i = E(si) · E(q)

= M1QiSiM2 ·M−12 QQM
−1
1

= M1QiSiQ QM−11 .

According to the property of similar matrices, we can
observe that the traces of similarly transformed matrices are
similarity-invariant, which means

Tr(P̃i) = Tr(Q̃iS̃iQ̃Q̃),

Tr(P i) = Tr(QiSiQ Q).
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Besides, both Q̃i and Q̃ are random lower triangular
matrices whose diagonal entries are set to 1, thus Q̃iS̃iQ̃Q̃
can be represented as

−s̃i1q1 0 · · · 0 0
r̃21 −s̃i2q2 · · · 0 0

...
...

. . .
...

...
r̃(n+1)1 r̃(n+1)2 · · · αiβ 0
r̃(n+2)1 r̃(n+2)2 · · · r̃(n+2)(n+1) rq


,

where r̃ab, a ∈ [2, n+ 2], b ∈ [1, n+ 1] are random numbers
calculated by the elements from Q̃i, Q̃, s̃i and ~q. Obviously,

Tr(Q̃iS̃iQ̃Q̃) = Tr(S̃iQ̃).

Similar to Q̃iS̃iQ̃Q̃, we have

Tr(QiSiQ Q) = Tr(SiQ).

In summary, it can be inferred that the traces of P̃i (P i)
and S̃iQ̃ (SiQ) are equal, thus

Tr(P̃i) = Tr(S̃iQ̃) = αiβ + rq −
n∑
k=1

s̃ikqk,

Tr(P i) = Tr(SiQ) =Wi − αiβ −
n∑
k=1

sikqk.

Then, the value of Di can be obtained by

Di = Tr(P̃i) + Tr(P i)

=Wi −
n∑
k=1

s̃ikqk −
n∑
k=1

sikqk + rq.

Assume there exists Di and Dj , i 6= j, i, j ∈ [1, N ], the
difference of Di and Dj can be calculated as follows

Di −Dj =(Wi −
n∑
k=1

s̃ikqk −
n∑
k=1

sikqk + rq)

−(Wj −
n∑
k=1

s̃jkqk −
n∑
k=1

sjkqk + rq)

=(Wi −
n∑
k=1

s̃ikqk −
n∑
k=1

sikqk)

−(Wj −
n∑
k=1

s̃jkqk −
n∑
k=1

sjkqk).

Meanwhile, according to the rules of matrix multiplica-
tion, the following equations are valid

[~s{i,j}(Σ
−1
D )T ] · ~q T =

n∑
k=1

s̃{i,j}kqk,

[~s{i,j}Σ
−1
D ] · ~q T =

n∑
k=1

s{i,j}kqk,

~s{i,j}(Σ
−1
D )T ~q T = (~q Σ−1D ~s T{i,j})

T
= ~q Σ−1D ~s T{i,j}.

Therefore, withW{i,j} = ~s{i,j} · Σ−1D · ~sT{i,j}, we have

Di −Dj =
[
~siΣ
−1
D ~s Ti − ~si(Σ−1D )T ~q T − ~siΣ−1D ~q T

]
−
[
~sjΣ

−1
D ~s Tj − ~sj(Σ−1D )T ~q T − ~sjΣ−1D ~q T

]
=
[
~q Σ−1D ~q T − ~q Σ−1D ~s Ti − ~siΣ−1D ~q T + ~siΣ

−1
D ~s Ti

]
−
[
~q Σ−1D ~q T − ~q Σ−1D ~s Tj − ~sjΣ−1D ~q T + ~sjΣ

−1
D ~s Tj

]
=(~q − ~si)Σ−1D (~q − ~si)T − (~q − ~sj)Σ−1D (~q − ~sj)T

=D2
ma(~q,~si)−D2

ma(~q,~sj).

Since Dma(~q,~s{i,j}) > 0, the correctness of Di ≤ Dj ⇒
Dma(~q,~si) ≤ Dma(~q,~sj) can be verified easily.

6 ACCURATE AND PRIVACY-PRESERVING SIMILAR
MEDICAL IMAGE RETRIEVAL SCHEME

In this section, an accurate and privacy-preserving similar
medical image retrieval scheme, named TAMMIE, is pro-
posed based on PMDC. TAMMIE mainly consists of four
phases: 1) system initialization, 2) encrypted images and clusters
outsourcing, 3) trapdoor generation and 4) similar images re-
trieval and reading. The overview of TAMMIE is described in
Fig. 2. At first, IO extracts and compresses feature vectors
for all medical images stored in it by employing a pre-
trained Convolutional Neural Network (CNN) model and
Principal Component Analysis (PCA) [37] technique. Then,
to improve the efficiency of retrieval, FCM-M clustering
algorithm is utilized to partition feature vectors into c clus-
ters. Next, according to the dimension of feature vectors,
four invertible matrices and c permutation matrices are
generated as secret keys and shared with QUs. After that,
the clusters and original images would be encrypted with
different cryptographic primitives and sent to CS. Besides,
CS will receive trapdoors from bulk QUs, it is responsible
for CS to find the most similar cluster and the top-k similar
images according to the trapdoors. Finally, QUs can receive
the encrypted similar images sent by CS and decrypt the
images to read the final result.

6.1 System initialization

In this phase, IO first extracts and clusters the medical
images’ feature vectors. Then it chooses a symmetric encryp-
tion algorithm and generates system parameters. Besides,
this phase also provides QUs with registration services.

At first, based on a pre-trained CNN model, which
discards the last output layer compared with a typical CNN
[38], IO extracts feature vectors from the original images in
the medical image database MI= {I1, I2, . . . , IN}. To com-
press the dimension of the extracted feature vectors, Prin-
cipal Component Analysis (PCA) technique is employed to
generate low-dimensional vector ~si for Ii, i ∈ [1, N ], where
~si = {si1, si2, . . . , sin}.

Then, to speed up the retrieval of similar images, FCM-M
clustering algorithm is introduced in our proposed scheme,
with the objective function

JFCM−M =
c∑

τ=1

N∑
i=1

umτi ·D2
ma(~si,~cτ ).
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Fig. 2. Overview of TAMMIE

Algorithm 4: Cluster centers encryption
Input: Cluster centers with their corresponding

covariance matrices (~cτ ,Στ ), random
permutation vectors πγ , 1 ≤ γ ≤ n+ 2,
permutation matrices Πτ , 1 ≤ τ ≤ c, secret keys
sk1 = {M1,M2} and sk2 = {M3,M4}.

Output: Encrypted cluster centers {EC1, . . . ,ECc}.
1 for 1 ≤ τ ≤ c do
2 E(~cτ )=PMDC DataEnc(~cτ ,Στ , kV );
3 Initialize an (n+ 2)× (n+ 2) empty matrix Σ′τ ;
4 for 0 ≤ i ≤ n+ 1, 0 ≤ j ≤ n+ 1 do
5 if i < n && j < n then
6 Σ′τ [i][j] = Σ−1

τ [i][j];

7 else Σ′τ [i][j] = Randomnumber();

8 Initialize an (n+ 2)× (n+ 2) empty matrix Σ′′τ ;
9 Initialize an (n+ 2)-dimensional array Column;

10 for 0 ≤ j ≤ n+ 1 do
11 for 0 ≤ i ≤ n+ 1 do Column[i] = Σ′τ [i][j];
12 Column = πj+1(Column);
13 for 0 ≤ i ≤ n+ 1 do Σ′′τ [i][j] = Column[i];

14 E(Στ ) = M3Σ′′τΠT
τM4;

15 ECτ ← {E(~cτ ), E(Στ )};
16 return Encrypted cluster centers {EC1, . . . ,ECc}.

Thus, all feature vectors {~s1, . . . , ~sN} can be divided into
c clusters {C1, . . . , Cc} with cluster centers {~c1, . . . ,~cc} and
covariance matrices {Σ1, . . . ,Σc}, the cluster center ~cτ =
(cτ1, . . . , cτn), τ ∈ [1, c].

Next, IO randomly chooses a symmetric encryption algo-
rithm Enc(·) and generates the corresponding secret key kI .
Besides, IO also randomly chooses four invertible matrices
M1, M2, M3, M4, c permutation matrices Π = {Π1, . . . ,Πc}
and n + 2 permutation vectors π = {π1, . . . , πn+2}, where
the c+4 matrices are with (n+2) rows and (n+2) columns,
and each permutation vector is (n+ 2)-dimensional.

When registering in IO, QUs submit their identification
and related information to IO via a secure channel. If QU
is considered to be a legal user, she/he will receive the
collection SP= {kI ,M1,M2,M3,M4,Π,π} from IO; other-
wise the registration fails, and CS would not provide correct
query result to users who fail to register.

6.2 Encrypted images and indexes outsourcing
In this phase, IO encrypts outsourced images, extracted
features vectors, and c cluster centers. And sending all of
them to CS to provide similar image retrieval service.

• Stage 1. Original images Encryption
Given a medical image database MI= {I1, I2, . . . , IN}, IO

encrypts MI to EI with its secret key kI as

EI = Enc(MI, kI)
= {Enc(I1, kI), Enc(I2, kI), . . . , Enc(IN , kI)}
= {E1,E2, . . . ,EN}.

• Stage 2. Feature vectors Encryption
All extracted feature vectors have been partitioned into

c clusters, for each cluster Cτ with the covariance matrix
Στ (1 ≤ τ ≤ c), IO directly encrypts all feature vectors
in the cluster by running PMDC DataEnc(Cτ , Στ , sk1),
where sk1 = {M1,M2}. As a result, IO can obtain a set
EVτ = {E(~sτ1), . . . , E(~sτκ), . . . , E(~sτlτ )}, where E(~sτκ) =
{E(s̃τκ), E(sτκ)}, lτ = |Cτ |,

∑c
τ=1 lτ = N .

• Stage 3. Cluster centers Encryption
Due to different cluster centers with different covari-

ance matrices, the distance secure comparison between
query vector and cluster centers cannot be executed only
by utilizing PMDC DataEnc. Thus, as shown in Algo-
rithm 4, for each cluster center ~cτ = (cτ1, cτ2, . . . , cτn), IO
firstly employs PMDC DataEnc to encrypt ~cτ into E(~cτ ) =
{E(c̃τ ), E(cτ )} with sk1. Then, it calculates the inverse of
Στ and extend Σ−1τ into a (n + 2) × (n + 2) matrix Σ′τ by
inserting random numbers:

Σ−1τ 7→ Σ′τ =

[
Σ−1τ R(τ1)

n×2
R(τ2)

2×n R(τ3)
2×2

]
,

whereR(τ1)
n×2,R(τ2)

2×n,R(τ3)
2×2 are three random matrices chosen

by IO. And for the γ-th column Σ′τ (γcol) in Σ′τ , the permu-
tation vector πγ , γ ∈ [1, n+2] is used to change the position
of the elements in Σ′τ (γcol), thus a new matrix Σ′′τ can be
constructed as

Σ′′τ = [π1
(

Σ′τ (1col)
T
)T

, . . . , πn+2

(
Σ′τ ((n+ 2)col)

T
)T

].
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After that, based on the τ -th random permutation matrix
Πτ and sk2 = {M3,M4}, IO encrypts Στ by executing

E(Στ ) = M3Σ′′τΠT
τM4,

and denote the ciphertext of cluster center ~cτ as ECτ =
{E(~cτ ), E(Στ )}.

Finally, all of the above-mentioned encrypted images,
feature vectors and cluster centers {EI,EVτ |cτ=1,ECτ |cτ=1}
are outsourced to CS.

6.3 Trapdoor generation

In this phase, each registered QU encrypts her/his original
image’s feature vector and requests similar image retrieval
service from CS.

After successfully registering in IO, QU first extracts fea-
ture vector ~q = (q1, q2, . . . , qn) from her/his query image,
then multiplies ~q by each qj to obtain

~ϕj = qj · ~q = qj · (q1, . . . , qn) = (ϕj1, . . . , ϕjn) ,

and constructs a n× n matrix

Ψ =


~ϕ1

~ϕ2

...
~ϕn

 =


ϕ11 ϕ12 . . . ϕ1n

ϕ21 ϕ22 . . . ϕ2n

...
...

. . .
...

ϕn1 ϕn2 . . . ϕnn


.

After that, IO extends Ψ to a (n+ 2)× (n+ 2) matrix as

Ψ 7→ Ψ′ =

[
Ψ R(1)

n×2
R(2)

2×n R(3)
2×2

]
,

whereR(1)
n×2,R(2)

2×n,R(3)
2×2 are three random matrices chosen

by QU.
Next, QU runs PMDC TrapGen(~q, sk1) to encrypt ~q

and obtains trapdoor E(~q) = {E(q̃), E(q)}. Besides, to
calculate the mahalanobis distance between ~q and cluster
centers {~c1, . . . ,~cc} with different covariance matrices, QU
also needs to encrypt Ψ with π, sk2 and Π. Specifically, IO
first denotes the γ-th row of Ψ′ as Ψ′(γrow) and permutes it
through the permutation vectors in π as

Ψ′ → Ψ′′ =

 π1(Ψ′(1row))
...

πn+2(Ψ′((n+ 2)row))


,

then encrypts Ψ into Eτ (Ψ) = M−14 ΠτΨ′′M−13 , 1 ≤ τ ≤ c
via different permutation matrices in Π.

At last, QU sends the trapdoor TD= {E(~q), Eτ (Ψ)|cτ=1}
to CS for similar image retrieval service.

6.4 Similar images retrieval and reading

In this phase, CS firtly finds the closest cluster to the query
vector, then calculates the top-k similar images in the cluster
and returns them to QU.

Upon receiving the trapdoor TD from QU, with the
encrypted cluster center ECτ = {E(c̃τ ), E(cτ ), E(Στ )} for
1 ≤ τ ≤ c, CS firstly computes P̃τ = E(c̃τ ) · E(q̃), P τ =
E(cτ ) · E(q) and Pτ = Eτ (Ψ) · E(Στ ), then adds up the
traces of P̃τ , P τ and Pτ , Dτ = Tr(P̃τ ) + Tr(P τ ) + Tr(Pτ ).

According to the value of {D1, D2, . . . , Dc}, CS finds the
smallest value Dη = min{D1, D2, . . . , Dc}, η ∈ [1, c].

Next, CS extracts the η-th cluster EVη as input to run
PMDC DisCompare({E(~sη1), . . . , E(~sηlη )}, E(~q)). And CS
can obtain a collection AD with ascending sorting. After
that, the k encrypted images stored in EI, which corresponds
to the top-k values in AD, are selected and returned to QU.

Finally, with the secret key kI , QU decrypts and reads
the received encrypted medical images.

Correctness of TAMMIE. It is clear that the correctness
of TAMMIE depends on two aspects: 1) the correctness of
PMDC; 2) the correctness of Dτ1 ≤ Dτ2 ⇒ Dma(~q,~cτ1) ≤
Dma(~q,~cτ2), where τ1, τ2 ∈ {1, 2, . . . , c}, τ1 6= τ2. Due to 1)
has been proved in Section 5, in this section, we are devoted
to completing the proof of 2). The detailed derivation pro-
cess is given as follows, and for ease of description, we use
τ as a universal character to represent τ1 or τ2.

Proof. Firstly, we expand P̃τ , P τ and Pτ as

P̃τ = E(c̃τ ) · E(q̃) = M1Q̃τ C̃τ Q̃Q̃M−11 ,

P τ = E(cτ ) · E(q) = M1QτCτQQM−11 ,

Pτ = Eτ (Ψ) · E(Στ ) = M−14 ΠτΨ′′Σ′′τΠT
τM4,

where C̃τ , Cτ , Q̃ and Q are four diagonal matrices and
Q̃τ , Qτ , Q̃ and Q are four lower triangular matrices with
diagonal entries set to 1. According to the derivation of the
correctness of PMDC, the following equations is satisfied:

Tr(P̃τ ) = Tr(C̃τ Q̃), T r(P τ ) = Tr(CτQ),

Tr(P̃τ ) + Tr(P τ ) =Wτ−
n∑
k=1

c̃τkqk −
n∑
k=1

cτkqk + rq ,

Tr(Pτ ) = Tr(ΠτΨ′′Σ′′τΠT
τ ).

Considering Πτ is a random permutation matrix, we
have

Tr(Pτ ) = Tr(ΠτΨ′′Σ′′τΠT
τ ) = Tr(Ψ′′Σ′′τ ).

Moreover, due to πγ is a permutation vector and

Ψ′′(γrow) = πγ(Ψ′(γrow)),Σ′′τ (γcol) = πγ
(

Σ′τ (γcol)
T
)T

,

the value of Ψ′′(γrow) · Σ′′τ (γcol) is equal to the value of
Ψ′(γrow) · Σ′τ (γcol), 1 ≤ γ ≤ n+ 2, obviously,

Tr(Ψ′′Σ′′τ ) = Tr(Ψ′Σ′τ ).

Then the sum of matrix Ψ′Σ′τ ’s diagonal entries can be
easily computed as

Tr(Ψ′Σ′τ ) = R+
n∑
j=1

~ϕj · ~στj ,

where R is a random number, ~ϕj = qj · (q1, q2, . . . , qn) and
~στj = Σ−1τ (jcol)

T = (σ
(1)
τj , . . . , σ

(n)
τj ). Thus,

Tr(Ψ′Σ′τ ) = R+
n∑
j=1

qj ·
(

n∑
k=1

qk · σ(k)
τj

)
.
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As mentioned above, Dτ can be denote as

Dτ =Tr(P̃τ ) + Tr(P ) + Tr(Pτ)

=Wτ + rq +R−
n∑
k=1

c̃τkqk −
n∑
k=1

cτkqk

+
n∑
j=1

qj ·
(

n∑
k=1

qk · σ(k)
τj

)
=~cτ · Σ−1τ · ~cTτ − ~q · Σ−1τ · ~cTτ − ~cτ · Σ−1τ · ~qT

+ ~q · Σ−1τ · ~qT + rq +R
=D2

ma(~qω,~cτ ) + rq +R.

Finally, it is quite clear that Dτ1 −Dτ2 = D2
ma(~qω,~cτ1)−

D2
ma(~qω,~cτ2), meanwhile, considering that Dma(~qω,~cτ ) ≥

0, the correctness of 2) is proved, and it can further prove
the correctness of TAMMIE.

7 SECURITY ANALYSIS

In this section, we prove that our basic scheme PMDC can
resist KPA, and analyze the security of TAMMIE to check
whether it can satisfy the privacy requirements described in
Section 3.3.

7.1 Security analysis of PMDC
In this subsection, we firstly define a leakage functionL, and
then introduce the real and ideal environments respectively
for subsequent formal security definition and analysis.

Note. In order to provide similar medical image re-
trieval, PMDC leaks the ”closeness” and final order of
encrypted queries (i.e., Size Pattern, Access Pattern and
Search Pattern). Thus, an optimal security notion for PMDC
would be a natural relaxation of the standard IND-CPA
security definition prohibiting queries that trivially exploit
this leakage of closeness and order. The optimal security is
called indistinguishability under closeness-order-pattern chosen-
plaintext attack (IND-CLO-CPA) similar to [39], [40]. How-
ever, the adversary can read more information from CLO,
which makes PMDC cannot achieve the standard IND-CPA
security. Here, we prove it is IND-KPA secure.

7.1.1 Leakage function
PMDC is essentially equivalent to a searchable encryption
scheme, as the basic part of security analysis in search-
able encryption, leakage function, which can describe all
possible information leaked during the whole querying
process, should be defined at first. Informally, based on
the encrypted samples {E(~s1), E(~s2), . . . , E(~sN )} and the
encrypted queries E(~qω), 1 ≤ ω ≤ Ω, the leakage function
L (default information leakage) can be summarized as fol-
lowing aspects:

• Size Pattern: The cloud server knows the total num-
ber of encrypted samples in the database (N ), the
total number of encrypted queries submitted by
users (Ω), and the dimensions of encrypted sam-
ples/queries (n+ 2)× (n+ 2).

• Access Pattern: The cloud server reveals each sort
result {Dω1′ , Dω2′ , . . . , DωN ′} returned for the query
qω , assuming there exists a mapping νω : i′ → i, i ∈

[1, N ], Dωi′ represents the size of the Mahalanobis
distance between ~qω and ~sνω(i′). Besides, the differ-
ence Fi′ = Dma(~qω, ~sνω((i+1)′))−Dma(~qω, ~sνω(i′)) is
able to be calculated by Dω(i+1)′ −Dωi′ , Fi′ ≥ 0.

• Search Pattern: The cloud server can learn whether
an encrypted sample or cluster center is queried by
two different encrypted queries.

7.1.2 Real and ideal environment
Based on L, we prove the security of PMDC in the real and
ideal experiments, and their definitions are given in detail
as follows.
Real environment. The real environment for PMDC in-
volves a stateful probabilistic polynomial time (PPT) adver-
sary A and a challenger C, and the two participants (i.e., A
and C) interact as follows.
• Initialization phase: A firstly constructs a database
DA consists of p1 n-dimensional samples in random
(i.e., DA = {~si}p1i=1), then calculates the DA’s covari-
ance matrix ΣA and sends it with DA to C.

• Setup phase: C runs KeyGen(n) to create a secret key
sk = {M1,M2} and keeps it in private. Then, C runs
DataEnc(DA, ΣA, sk) to encrypt all samples in DA
into {E(~si)}p1i=1, where E(~si) = {E(s̃i), E(si)}.

• Query phase 1: A adaptively chooses a number of
queries {~qω}p2ω=1 and sends them to C. In response,
for 1 ≤ ω ≤ p2, C runs TrapGen(~qω , sk) to encrypt
each query ~qω into E(~qω) = {E(q̃ω), E(qω)}, and
returns E(~qω)p2ω=1 to A.

• Challenge phase: C returns the encrypted database
consists of {E(~si)}p1i=1 to A.

• Query phase 2: In this phase, A can also adaptively
choose a number (p3−p2) of queries {~qω}p3ω=p2+1 and
submit them to C. Then, same as Query phase 1, A
can receive {E(~qω)}p3ω=p2+1 from C.

Let rA denote the internal random bits used by A in
the real environment, and ViewReal

A denote the ensemble
({E(~si)}p1i=1, {E(~qω)}p3ω=1, rA). ViewReal

A is essentially the
view of A in the above-described real environment.
Ideal environment. The ideal environment for PMDC in-
volves a stateful PPT adversary A and a simulator S with
leakage function L, and the two participants (i.e., A and S)
interact as follows.
• Initialization phase: A firstly constructs a database
DA consists of p1 n-dimensional samples in random
(i.e., DA = {~si}p1i=1), then calculates the DA’s covari-
ance matrix ΣA and sends it with DA to S .

• Setup phase: For 1 ≤ i ≤ p1, S randomly generates
two (n+2)× (n+2) matrices {E′(s̃i), E′(si)} as the
ciphertext E′(~si) of ~si.

• Query phase 1: A adaptively chooses a number of
queries {~qω}p2ω=1 and sends them to S . In response,
based on the leakage function L and encrypted
samples {E′(~si)}p1i=1, S will generate the ciphertexts
{E′(~qω)}p2ω=1 for ~qω, 1 ≤ ω ≤ p2. Each randomly gen-
erated ciphertext E′(~qω) = {E′(q̃ω), E′(qω)} should
satisfy the following condition.
Condition. P ′ωi = E′(s̃i) · E′(q̃ω) + E′(si) · E′(qω) ,
D′ωi = Tr(P ′ωi), thus D′ω(i+1)′ − D′ωi′ = Fi′ , where
D′ωi′ = D′ωνω(i′).
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• Challenge phase: S sends all encrypted samples
{E′(~si)}p1i=1 to A.

• Query phase 2: In this phase, A can also adaptively
choose a number (p3−p2) of queries {~qω}p3ω=p2+1 and
submit them to S . Then, same as Query phase 1, S
will send {E′(~qω)}p3ω=p2+1 to A.

Again, let rA denote the internal random bits used by
A in the ideal environment, ViewIdeal

A,S denote the ensemble
({E′(~si)}p1i=1, {E′(~qω)}p3ω=1, rA). ViewIdeal

A,S is essentially the
view of A in the above-described ideal environment.

7.1.3 Formal security definition and analysis

Based on the views of A in the real and ideal environments,
we first give the definition of security, and then prove it.

Definition 2. PMDC is said to be indistinguishability under
the known-plaintext attack model with leakage function L iff
for any PPT adversary A, who issues a polynomial number of
encrypted database samples and encrypted queries, there exists an
efficient simulator S such the advantage of A in distinguishing
the views of real and ideal environments is negligible, i.e., the
function AdvPMDC

A (n) = |Pr[ViewReal
A = 1] − Pr[ViewIdeal

A,S = 1]|
is a negligible function in the security parameter n.

Theorem 1. PMDC is indistinguishability under known-
plaintext attack model with L.

Proof. The security of PMDC can be proved if it can be
proved that A has no ability to distinguish the views
ViewReal

A = {{E(~si)}p1i=1, {E(~qω)}p3ω=1} in the real environ-
ment and ViewIdeal

A,S = {{E′(~si)}p1i=1, {E′(~qω)}p3ω=1} in the
ideal environment. Due to {E′(~si)}p1i=1 and {E′(~qω)}p3ω=1

are all random (n + 2) × (n + 2) matrices generated by S ,
distinguishing views ViewReal

A and ViewIdeal
A,S is equivalent to

distinguish ViewReal
A from random numbers. Meanwhile, the

indistinguishability between the intermediate results Pωi
and P ′ωi also should be taken into consideration. There-
fore, we will prove the indistinguishability of ViewReal

A and
ViewIdeal

A,S from three cases.

Case 1. The encrypted samples {E(~si)}p1i=1 are indistin-
guishable from random ciphertexts.

In PMDC, E(~si) consists of E(s̃i) = M1Q̃iS̃iM2 and
E(si) = M1QiSiM2, whereM1,M2 are two random invert-
ible matrices, and Q̃i, Qi are two lower triangular matrices
with diagonal entries set to 1 randomly generated for each
~si. Besides, the elements in diagonal matrices S̃i, Si also
include a random number αi. According to the derivation
in [17], we can know that M1 and M2 cannot be figured out
based on existing conditions. Without knowing these ran-
dom matrices and number, {E(~si)}p1i=1 are indistinguishable
from random ciphertexts for A.

Case 2. The encrypted queries {E(~qω)}p3ω=1 are indistin-
guishable from random ciphertexts.

Same as Case 1, each E(~qω) contains two parts: E(q̃ω) =
M−12 Q̃ωQ̃ωM

−1
1 and E(qω) = M−12 QωQωM

−1
1 . Both of

them are made up of the inverse of M1,M2, a randomly-
generated lower triangular matrix whose diagonal entries
are 1 (Q̃ω ,Qω), and a diagonal matrix (Q̃ω ,Qω). Besides, Q̃ω
and Qω also contain two random entries β, rωq . Therefore,
restoring M1,M2 is also impossible in this case, for the

attacker A, {E(~qω)}p3ω=1 and random ciphertexts are indis-
tinguishable.

Case 3. The intermediate results {Pωi|1 ≤ ω ≤ p3, 1 ≤ i ≤
p1} are indistinguishable from random matrices with L.

In PMDC, Pωi = E(s̃i) · E(q̃ω) + E(si) · E(qω), that
is, Pωi = M1(Q̃iS̃iQ̃ωQ̃ω + QiSiQωQω)M−11 . While ~qω is
chosen by A, β, rωq , Q̃i, Qi, S̃i and Si are still unknown
such that A has no way to figure out M1. In addition,
due to Q̃iS̃iQ̃ωQ̃ω + QiSiQωQω are not a diagonal matrix
any more, many random numbers are as entries in this
matrix, neither S̃i nor Si can be recovered by A. The
detailed derivation process can refer to the Appendix B in
[17], we do not describe here for page limit. Thus, except
for the information leaked by L, the intermediate results
{Pωi|1 ≤ ω ≤ p3, 1 ≤ i ≤ p1} are indistinguishable from
random matrices for A.

In conclusion, the advantage of A in distinguishing
ViewReal

A and ViewIdeal
A,S is negligible. Therefore, PMDC can

be proven to be indistinguishability under known-plaintext
attack model with L.

7.2 Security analysis of TAMMIE

In TAMMIE, we use a symmetric-key algorithm (e.g. AES) to
encrypt the original images before outsourcing them to CS,
and AES cannot be attacked successfully without secret key
kI has been proved in [41]. Therefore, in this subsection, we
mainly focus on the privacy of indexes (i.e., feature vectors
and cluster centers) and queries.

The indexes are privacy-preserving. In our threat model,
CS is considered as a honest-but-curious third-party, thus it
maybe try to analyze the encrypted feature vectors E(~sτκ)
in each cluster Cτ and encrypted cluster centers ECτ to read
original information, where 1 ≤ τ ≤ c, 1 ≤ κ ≤ |Cτ |. Due to
E(~sτκ) is generated by the algorithm PMDC DataEnc, the
security of PMDC can prevent CS from obtaining arbitrary
feature vector ~sτκ from ciphertext. Meanwhile, the cluster
center can reveal the attributes of the cluster to which it
belongs, thus any ECτ should not be able to provide valid
information to CS. In TAMMIE, ECτ consists of two parts
E(~cτ ) and E(Στ ), considering that E(~cτ ) is the result of
~cτ being encrypted by PMDC DataEnc, here we focus on
analyzing whether CS can recover Στ from E(Στ ), where
E(Στ ) = M3Σ′′τΠT

τM4. Specifically, M3 and M4 are two
random matrices unknown to CS, Πτ is a random permu-
tation matrix owned by IO and QUs, and each column in
Σ′′τ is a random permutation of the corresponding column
in Σ′τ (Σ′τ is generated by Στ being added (4n + 4) ran-
dom numbers). Obviously, without knowing M3, M4 and
permutation matrices/vectors, CS has no way to achieve
any cluster’s covariance matrix Στ . Therefore, we think the
indexes are privacy-preserving.

The queries are privacy-preserving. When receiving a trap-
door TD from QU, CS will try to analyze it to read the
sensitive data of QU, thus TD should guarantee that ~q is kept
secret from CS. Like ECτ , TD also consists of two parts, that
is, E(~q) and {Eτ (Ψ)|cτ=1}. E(~q) is calculated by running
PMDC TrapGen, thus its security depends on the security
of PMDC. For 1 ≤ τ ≤ c, Eτ (Ψ) = M−14 ΠτΨ′′M−13 , with-
out knowing M3, M4, Πτ as well as the random matrices
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and permutation vectors used in the process of converting
~q to Ψ′′, it is impossible for CS to dig out any meaningful
information from {Eτ (Ψ)|cτ=1}.

8 PERFORMANCE EVALUATION

In this section, we analyze the performance of TAMMIE in
terms of theoretical analysis and experimental evaluations,
and make comparisons with the state-of-the-art similar
work [9], [16]. For the theoretical analysis, we mainly focus
on the communication and computation overheads. After
that, we perform empirical experiments on the real-world
and synthetic datasets to demonstrate the accuracy and
efficiency of our TAMMIE.

TABLE 2
Theoretical performance of various schemes

Schemes Computation complexity

IndexEnc TrapGen Search

VFIRM [9] O(N(n+ d)2) O((n+ d)2) O(N(n+ d))
SEI [16] O(4Nsn2) O(4n2) O(2Csn)

TAMMIE O(Nt(n+ 2)3) O(c′(n+ 2)3) O(Ct(n+ 2)2)

Schemes Communication complexity

IndexEnc TrapGen Search

VFIRM [9] O(N(n+ d)) O(n+ d) O(k)
SEI [16] O(2Nsn) O(2n) O(k)

TAMMIE O(Nt(n+ 2)2) O(c′(n+ 2)2) O(k)

Notations. N is the number of medical images; n is the dimension
of indexes/queries; d is the extended dimension; Ns/Nt is the
number of indexes needed to be encrypted in SEI/TAMMIE; Cs/Ct
is the number of encrypted indexes needed to be calculated in
SEI/TAMMIE; c′ = c+ 1, where c is the number of cluster centers;
k is the number of returned similar images.

8.1 Theoretical analysis
In TABLE 2, we compare the complexity of our proposed
scheme with VFIRM [9] and SEI [16], which are two state-of-
the-art encrypted images retrieval schemes similar to ours.
The comparison contains three core phases: IndexEnc, in
which DO encrypts and outsources the indexes; TrapGen,
in which QUs encrypt and send their queries; and Search,
in which CS finds and returns the top-k similar images. We
assume that there is only one non-revoked IO and QU, and
our analysis is mainly conducted from the two perspectives
of computation and communication. Some notations used
in theoretical analysis have been described in TABLE 1, and
the definitions of others are as follows: Ns represents the
number of images and tree nodes in SEI; Nt represents the
number of images and clusters in TAMMIE (Nt = N + c);
Cs/Ct represents the number of encrypted indexes (includ-
ing tree nodes or cluster centers) needed to be computed in
SEI (TAMMIE); k represents the number of returned similar
medical images.

Computation. For expression simplicity, the computation
complexity taken to compute the inner product of two n-
dimensional vectors is O(n); thereby, the multiplication of
an n-dimensional vector and an n × n-dimensional matrix
has the computation complexity of O(n2), and the n × n-
dimensional matrix multiplication has the computation

complexity of O(n3). In VFIRM, taking no consideration
about its operations of verification, the indexes are extended
to (n+d)-dimensional and encrypted by executing the mul-
tiplication of vectors and matrices in IndexEnc and Trap-
Gen, thus the computation complexity of IndexGen and
TrapGen can be denoted as O(N(n+ d)2) and O((n+ d)2)
in respective. Before finding the top-k similar images, CS
needs to calculate inner product N times, compared with
inner product, the time cost of sorting is negligible, thus
the computation complexity of Search can be regarded as
O(N(n+d)). The encryption method of SEI is similar to that
of VFIRM, but SEI extends the dimension of indexes to 2n
and constructs a hierarchical index tree to improve retrieval
efficiency, which increases the computation complexity of
IndexEnc to O(4Nsn

2) and reduces the computation com-
plexity of Search to O(2Csn). In addition, the computation
complexity of TrapGen becomes O(4n2). In TAMMIE, the
dimension of indexes is expanded to n + 2, the encryption
is achieved by matrix multiplication, and the sorting is
achieved by computing the traces. It also introduces FCM-
M algorithm to reduce the computation overhead of Search,
but this operation leads to extra encryption for cluster
centers in IndexEnc and Query. Therefore, the computation
complexity of IndexEen, TrapGen and Search in TAMMIE
are O(Nt(n+ 2)3), O(c′(n+ 2)3) and O(Ct(n+ 2)2) respec-
tively, where c′ = c+ 1.

Communication. For ease of description, we assume the
communication complexity of an n-dimensional vector and
an n × n-dimensional matrix are O(n) and O(n2), respec-
tively. It is obviously that the outputs of VFIRM and SEI
in IndexEnc and TrapGen are vectors, and the outputs of
TAMMIE in IndexEnc and TrapGen are matrices. Consider-
ing the additional nodes of a tree and centers of the clusters,
SEI and TAMMIE need more communication overheads
in IndexEnc. Therefore, in IndexEnc, the communication
complexity of VFIRM, SEI and TAMMIE are O(N(n + d)),
O((2Nsn) andO((Nt(n+2)2) respectively; in TrapGen, the
communication complexity of VFIRM, SEI and TAMMIE are
O(n + d), O(2n) and O(c′(n + 2)2) respectively. Since the
purpose of these schemes is to return k encrypted images to
a query user, their communication complexity of Search are
all O(k).

In summary, whether it is computation or communi-
cation complexity, TAMMIE does not show an advantage
compared to the two state-of-the-art schemes. However,
the sacrifice of complexity improves the security of our
proposed scheme. As far as we know, VFIRM and SEI can
only resist COA, but TAMMIE has the ability to resist KPA.

8.2 Experimental evaluations
In order to evaluate the search accuracy and efficiency of our
proposed schemes, we implement TAMMIE on a computer
(Intel i5 2.0GHz four-core processor, 16GB RAM, macOS Big
Sur system) with Python programming language. Moreover,
all performance evaluations in this section are conducted on
two real-world datasets and a randomly generated synthetic
dataset. The details of the two datasets are given as follows.

• Real-world datasets. 1) IDRiD [42] contains 413 reti-
nal fundus images, of which 177 images have no risk
of macular edema, and the remaining 236 images
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may catch macular edema; 2) COVID randomly se-
lected from [43] and [44] contains 1000 lung images,
400 of which belong to COVID-19 positive cases and
600 belong to normal people.

• Synthetic dataset. Synthetic dataset is randomly gen-
erated to test the factors how to affect the perfor-
mance of TAMMIE, SEI and VFIRM, which consists
of 10000 indexes with different dimensions from 8 to
128.

8.2.1 Accuracy
Based on the two real-world datasets, we use Precision at
top-k (P@k), P@k= num positive/k, to measure the search
accuracy of TAMMIE, SEI and VFIRM, where num positive
denotes the number of positive images in the top-k results.
For fair comparison, we all use CNN to extract feature vec-
tors from medical images and use PCA/PCA-ITQ method to
reduce the dimension to 8, 16, 24, 48, 96, due to the similarity
metric used in VFRIM is Hamming distance, VFRIM needs
utilize PCA-ITQ to compress vectors into binary. Besides,
the number of clusters in TAMMIE is set to 10 and the
number of bottom nodes of the tree in SEI is set to 100.

TABLE 3
P@k under different dimensions of feature vectors with k = 5

n
IDRiD COVID

TAMMIE SEI VFIRM TAMMIE SEI VFIRM
8 0.797 0.791 0.543 0.938 0.929 0.520
16 0.804 0.795 0.543 0.944 0.937 0.520
24 0.800 0.787 0.543 0.946 0.941 0.520
48 0.801 0.798 0.543 0.952 0.944 0.520
96 0.800 0.795 0.543 0.953 0.948 0.520

TABLE 4
P@k under different number of returned images with n = 24

k
IDRiD COVID

TAMMIE SEI VFIRM TAMMIE SEI VFIRM
2 0.870 0.869 0.500 0.970 0.970 0.500
3 0.835 0.827 0.524 0.959 0.952 0.533
5 0.800 0.787 0.543 0.946 0.941 0.520
7 0.776 0.773 0.551 0.940 0.930 0.514
9 0.763 0.755 0.540 0.935 0.927 0.511

The search accuracy mainly depends on the dimension
of feature vectors (n) and the number of returned images (k).
In TABLE 3, we set k = 5, vary n from 8 to 96, and find that
the search accuracy of VFIRM is not affected, but the search
accuracy of TAMMIE and SEI are affected by changes in n.
In TABLE 4, we set n = 24, vary k from 2 to 9 to show the
effect of k on the search accuracy. It can be seen that the
accuracy of TAMMIE and SEI decreases as k increases, and
the accuracy of VFIRM is also influenced. The test results
demonstrate that VFIRM does not apply to the retrieval of
medical images (accuracy around 50%), TAMMIE performs
better than SEI over the two medical images datasets.

8.2.2 Efficiency
In this subsection, we use the synthetic dataset to conduct
experiments and make a comparison with SEI and VFIRM
from three phases, i.e., IndexEnc, TrapGen and Query.

Specifically, in our proposed scheme, we set the number
of clusters (c) to 1, 10, 50. When c = 1, the efficiency
of TAMMIE is same as that of PMDC, thus we denote
them as PMDC, TAMMIE-10 and TAMMIE-50 respectively.
In SEI, the number of nodes at the bottom is set to 100
to facilitate the tree construction. In VFIRM, we adopt the
same dimension expansion method (d) as the performance
evaluation in [9], which just considers its access control.
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Fig. 3. Average running time of IndexEnc (test 100 times).

IndexEnc. As analyzed in Section 8.1, the computation
cost of IndexEnc is mainly affected by N and n. In Fig. 3(a),
we plot the average running time of IndexEnc varying
with N ranges from 2000 to 10000, where n = 32. We
can see that the running time of IndexEnc in TAMMIE
(i.e., PMDC, TAMMIE-10 and TAMMIE-50) and the two
comparison scheme linearly grows with the increase of N .
And the increase of c has a relatively small impact on the
running time. Given N = 6000, Fig. 3(b) is drawn with n
from 8 to 128. We can observe that the running time of all
schemes increases with n. When n increases, the larger c
is, the longer the running time will be, this is caused by
the increase encryption of cluster centers. Fig. 3 shows that
both SEI and VFIRM are more efficient than our scheme, but
IndexEnc does not require real-time processing, the running
time of TAMMIE is acceptable.
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Fig. 4. Average running time of TrapGen (test 100 times).

TrapGen. In Fig. 4, we plot the average running time
of TrapGen varying with N and n, respectively. When N
ranges from 2000 to 10000 (n = 32), Fig. 4(a) shows that the
running time of TrapGen in TAMMIE, SEI and VFIRM is not
affected, but the running time increases with the increase of
c due to more cluster centers needed to be calculated. In
Fig 4(b), we set N = 6000, vary n from 8 to 128, it can be
observed that the running time of all schemes grows with
the increase of n, and the clustering slows down the speed
of TrapGen. In this phase, SEI still performs better than
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TAMMIE, but when n ≤ 32, PMDC performs better than
VFIRM due to the chosen of d in VFIRM. When n = 32, the
running time of PMDC, TAMMIE-10 and TAMMIE-50 are
0.7ms, 2.1ms and 6.6ms respectively.
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Fig. 5. Average running time of Query (test 100 times).

Query. The computation cost of Query is affected by N
and d. In Fig. 5(a), we plot the average running time of
Query varying with N ranges from 2000 to 10000, where
n = 32. We can see that the running time of Query in
TAMMIE and the two comparison scheme linearly grows
with the increase of N . Given N = 6000, Fig. 5(b) is drawn
with n from 8 to 128. We can observe that the running time
of all schemes increases with the increase of n. Meanwhile,
from Fig. 5, it can be observed that SEI still performs best,
but the running time of Query in TAMMIE decreases with
the increase of c, when c = 10, 50, TAMMIE is more efficient
than VFIRM and close to SEI.

9 CONCLUSION

In this paper, we first designed a novel Mahalanobis dis-
tance secure comparison method, called PMDC. Then, based
on PMDC, we proposed an accurate and privacy-preserving
medical image retrieval scheme named TAMMIE by intro-
ducing FCM-M clustering algorithm. With TAMMIE, the
medical institution can securely outsource its medical image
dataset to a cloud server, and the physicians can send
their trapdoors to request retrieval services over the out-
sourced data. Detailed security analysis showed that TAM-
MIE can achieve indistinguishability secure under known-
plaintext attack, and extensive experiments were conducted
to demonstrate its high accuracy and practicality. In the
future work, we will take the improvement of efficiency into
consideration.
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